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1 Introduction

Although there are quite a few books that deal with various aspects of the theory and practice of multipro-
cessor synchronization, only a handful of them fall into the category of ‘textbooks’ ([2, 13, 18] are notable
examples); Gadi Taubenfeld’s recent book, “Synchronization Algorithms and Concurrent Programming”, is
certainly one of them.

Taubenfeld’s book focuses on inter-process synchronization in shared-memory systems. The book pro-
vides an in-depth discussion of algorithms and lower bounds for a wide range of synchronization problems,
such as mutual exclusion, barrier synchronization, l -exclusion, deadlock-prevention, the dining philosophers
problem, the producer-consumer problem, consensus, and many more.

As stated in its preface, the book is meant to be used as a textbook for upper-level undergraduate or
graduate courses and special emphasis has been given to make it accessible to a wide audience. The book’s
structure and methodology reflect these goals in several ways:

• The book is mostly self-contained.

• Each section ends with a set of self review questions and their solutions.

• Each chapter ends with a section that contains numerous exercises, categorized according to their
estimated difficulty level. For example, the book contains more than 160 mutual-exclusion related
exercises. Many of these exercises suggest variants of the algorithms presented in the text and ask
the student to analyze their properties. While teaching mutual exclusion algorithms, I found these
exercises very constructive in providing intuitions and in deepening students’ understanding of syn-
chronization algorithms.

• There is a Companion Web-site that contains PowerPoint presentations covering most of the book’s
chapters and all of the figures that appear in it.

2 Summary of Contents

The first chapter demonstrates the difficulty of inter-process synchronization by two examples that appeal to
the reader’s intuition: the Too Much Milk problem (an allegory illustrating the mutual exclusion problem,
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due to Prof. John Ousterhout) and the Coordinated Attack problem (a.k.a. the two generals problem [10]).
It then formally introduces the mutual exclusion problem, the complexity measures used to analyze it, and
some basic concepts of shared-memory multiprocessors.

Chapters 2 and 3 provide a comprehensive discussion of mutual exclusion using atomic read/write reg-
isters. Chapter 2 presents classic mutual exclusion algorithms, such as Peterson and Kessels’ 2-process
algorithms [14, 21], tournament algorithms, Lamport’s fast mutual exclusion algorithm [16], and the bakery
algorithm [15]. Correctness proofs for all these algorithms are provided, as well as the linear space lower
bound on mutual exclusion using read/write registers due to Burns and Lynch [4]. Some recent results by
the author (the Black-Write bakery algorithm [25] and automatic discovery of mutual-exclusion algorithms
[3]) are also described. Chapter 3 deals with more advanced read/write mutual exclusion topics, such as
local-spin algorithms, adaptive and fault-tolerant mutual exclusion algorithms and impossibility results, and
symmetric mutual-exclusion algorithms.

Chapter 4 discusses blocking and non-blocking synchronization using strong read-modify-write prim-
itives. Section 4.1 introduces strong synchronization primitives. Section 4.2 describes techniques for
collision avoidance using test-and-set bits. Section 4.3 describes the Ticket algorithm [5]. Section 4.4
presents three queue-based local-spin mutual-exclusion algorithms: Anderson’s algorithm [1], Graunke and
Thakkar’s algorithm [9], and the MCS algorithm [19]. Section 4.5 discusses non-blocking and wait-free
implementations of concurrent objects and presents Michael and Scott’s queue algorithm [20]. Chapter 4
concludes with a treatise of semaphores, monitors, and notions of concurrent object fairness.

Chapter 5 discusses the issue of barrier synchronization. Several barrier algorithms that use an atomic
counter are presented, followed by test-and-set-based barriers, a combining tree barrier, a tree-based barrier
[19], the dissemination barrier [11], and the See-Saw barrier (based on [7]).

Chapter 6 deals with the l -exclusion problem. It presents two read/write algorithms due to Peterson
[22], followed by a few algorithms that use strong synchronization primitives. The chapter concludes with
a discussion of the l-assignment problem, which is a stronger version of l -exclusion.

Chapter 7 discusses problems that involve multiple resources. After defining the concept of deadlock
in such problems, a few techniques of deadlock-prevention are described, followed by a discussion of the
Deadly Embrace problem. The second part of this chapter provides an in-depth discussion of the Dining
Philosophers problem.

Chapter 8 presents additional classical synchronization problems, such as the Producer-Consumer prob-
lem, the Readers and Writers problem, the Sleeping Barber and the Cigarette Smoker’s problems, group
mutual exclusion, room synchronization, and more.

Chapter 9 deals with the consensus problem. Apart from the classical results (the impossibility of
consensus with one faulty process [6, 17], Herlihy’s wait-free hierarchy and the universality of consensus
[12]), some less known consensus algorithms are presented, such as an algorithm of Fischer et al. for
achieving consensus without memory initialization [8].

The book concludes with Chapter 10, which presents several timing-based mutual-exclusion, fast mutual-
exclusion and consensus algorithms, for both the known- and the unknown-delays models.

3 Personal Teaching Experience

I am using “Synchronization Algorithms and Concurrent Programming” for teaching two courses: an under-
graduate course on Operating Systems and a graduate course on multiprocessor synchronization algorithms.

The classic Operating Systems textbooks, such as the books by Tanenbaum [24] and Silberschatz et
al. [23], do provide some material on shared-memory synchronization. In light of the recent emergence
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of multi-core computing, however, I maintain that undergraduate students should gain deep understand-
ing of shared-memory synchronization; some important synchronization topics, such as the use of strong
read-modify-write primitives and local-spin algorithms, are not sufficiently covered by these classic OS
textbooks. I am therefore using Taubenfeld’s book, in addition to these classic textbooks, for providing a
deeper treatise of mutual exclusion algorithms, semaphores, monitors, and other synchronization problems,
such as the dining philosophers problem.

The graduate course I teach deals with both theoretical and practical aspects of multiprocessor syn-
chronization algorithms. For this course, I am using Taubenfeld’s book, in addition to other Distributed
Computing textbooks [2, 13]. My first presentation for this course uses the Too Much Milk and the Coor-
dinated Attack problems to provide basic intuitions into the difficulty of devising correct synchronization
algorithms.

The first part of my graduate course deals with the mutual exclusion problem. Here, I am using many
of the slides available in the book’s companion web-site for illustrating the ideas underlying classical algo-
rithms, such as Lamport’s fast mutual exclusion algorithm [16], and the bakery algorithm [15]. Lamport’s
Bakery algorithm is presented in Taubenfeld’s book and slides by a sequence of less and less naı̈ve “ap-
proximations” of the original algorithm. This methodology is also used for several other mutual exclusion
algorithms, and both my students and myself find it very useful. The numerous synchronization exercises
provided by Taubenfeld’s book make preparing home assignments and exams for both these courses much
easier.

In summary, “Synchronization Algorithms and Concurrent Programming” is, in my opinion, a fine ad-
dition to the Distributed Computing bookshelf. Its structure and methodology make it accessible to a wide
audience, which make it useful as a textbook. The rich variety of synchronization research results covered
by it make this book valuable also as a reference for researchers in the Distributed Computing community.
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