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Abstract

The ℓ-exclusion problem is to design an algorithm which guarantees that up to ℓ processes and
no more may simultaneously access identical copies of the same non-sharable resource when
there are several competing processes. For ℓ = 1, the 1-exclusion problem is the familiar mutual
exclusion problem.

The simplest deadlock-free algorithm for mutual exclusion requires only one single-writer
non-atomic bit per process [6, 9, 16]. This algorithm is known to be space optimal [7, 9].
For over 20 years now it has remained an intriguing open problem whether a similar type of
algorithm, which uses only one single-writer bit per process, exists also for ℓ-exclusion for
some ℓ ≥ 2.

We resolve this longstanding open problem. For any ℓ and n, we provide a tight space
bound on the number of single-writer bits required to solve ℓ-exclusion for n processes. It
follows from our results that it is not possible to solve ℓ-exclusion with one single-writer bit per
process, for any ℓ ≥ 2.

In an attempt to understand the inherent difference between the space complexity of mutual
exclusion and that of ℓ-exclusion for ℓ ≥ 2, we define a weaker version of ℓ-exclusion in
which the liveness property is relaxed, and show that, similarly to mutual exclusion, this weaker
version can be solved using one single-writer non-atomic bit per process.
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1 Introduction

1.1 Motivation

The ℓ-exclusion problem, which is a natural generalization of the mutual exclusion problem, is to
design an algorithm which guarantees that up to ℓ processes and no more may simultaneously access
identical copies of the same non-sharable resource when there are several competing processes. A
solution is required to withstand the slow-down or even the crash (fail by stopping) of up to ℓ − 1
of the processes. A process that fails by crashing simply stops executing more steps of its program,
and hence, there is no way to distinguish a crashed process from a correct process that is running
very slowly. For ℓ = 1, the 1-exclusion problem is the familiar mutual exclusion problem.

A good example, which demonstrates why a solution for mutual exclusion does not also solve
ℓ-exclusion (for ℓ ≥ 2), is that of a bank where people are waiting for a teller. Here the processes
are the people, the resources are the tellers, and the parameter ℓ is the number of tellers. We notice
that the usual bank solution, where people line up in a single queue, and the person at the head of
the queue goes to any free teller, does not solve the ℓ-exclusion problem. If ℓ ≥ 2 tellers are free, a
proper solution should enable the first ℓ people in line to move simultaneously to a teller. However,
the bank solution, requires them to move past the head of the queue one at a time. Moreover, if the
person at the front of the line “fails”, then the people behind this person wait forever. Thus, a better
solution is required which will not let a single failure tie up all the resources.

The simplest deadlock-free algorithm for mutual exclusion, called the One-bit algorithm, re-
quires only one single-writer non-atomic shared bit per process [6, 9, 16]. The One-bit algorithm is
known to be space optimal [7, 9]. For over 20 years now it has remained an intriguing open prob-
lem whether a similar type of algorithm, which uses only one single-writer bit per process, exists for
ℓ-exclusion for some ℓ ≥ 2. In [19], Peterson refers to the One-bit algorithm, and writes: “Unfor-
tunately, there seems to be no obvious generalization of their algorithm to ℓ-exclusion in general”.
He further points out that it is an interesting open question whether this can be done even for n = 3
and ℓ = 2, where n is the number of processes. This problem is one of the oldest open problems in
concurrent computing.

In this paper we resolve this longstanding open problem. For any ℓ and n, we provide a tight
space bound on the number of single-writer bits required to solve the ℓ-exclusion problem for n
processes. It follows from our results that it is possible to solve the problem with one single-writer
bit per process, only in the case where ℓ = 1.

1.2 The ℓ-exclusion Problem

To illustrate the ℓ-exclusion problem, consider the case of buying a ticket for a bus ride. Here a
resource is a seat on the bus, the parameter ℓ is the number of available seats, The number of people
who are trying to buy tickets (the processes) is assumed to be bigger than ℓ, so the ticket buyers
are competing for the ℓ available seats. In the ℓ-exclusion problem, a passenger needs only to make
sure that there is some free seat on the bus, but not to reserve a particular seat. A stronger version,
called ℓ-assignment (or slotted ℓ-exclusion), would also require to reserve a particular seat.

More formally, it is assumed that each process is executing a sequence of instructions in an
infinite loop. The instructions are divided into four continuous sections of code: the remainder,
entry, critical section and exit. The ℓ-exclusion problem is to write the code for the entry code and
the exit code in such a way that the following basic requirements are satisfied.
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ℓ-exclusion: No more than ℓ processes are at their critical sections at the same time.

A faulty process is a process that is delayed forever. More formally, we say that a process p fails
in an infinite run y, if there exists a finite prefix x of y such that p is not in its remainder at the end
of x and the suffix of y obtained by removing x from y, does not involve p. We shall use the terms,
failed process and crashed process, interchangeably.

ℓ-deadlock-freedom: If strictly fewer than ℓ processes fail and a non-faulty process is trying to
enter its critical section, then some non-faulty process eventually enters its critical section.

We notice that the above standard definition of the ℓ-deadlock-freedom requirement is (slightly)
stronger than only requiring that “if fewer than ℓ processes are in their critical sections, then it is
possible for another process to enter its critical section, even though no process leaves its critical
section in the meantime”.

The ℓ-deadlock-freedom requirement may still allow “starvation” of individual processes. It is
possible to consider stronger progress requirements which do not allow starvation. In the sequel,
by an ℓ-exclusion algorithm we mean an algorithm that satisfies both ℓ-exclusion and ℓ-deadlock-
freedom. We also make the standard requirements that (1) the exit code is required to be wait-free:
once a non-faulty process starts executing its exit code, it always finishes it regardless of the activity
of the other processes, and (2) a non-faulty process cannot stay in its critical section forever.

In an attempt to pinpoint the reason for the inherent difference between the space complexity of
mutual exclusion and that of ℓ-exclusion for ℓ ≥ 2, we will also consider a weaker version of the
ℓ-exclusion problem in which the liveness property is relaxed. Let n be the number of processes,

Weak ℓ-deadlock-freedom: If strictly fewer than ℓ processes fail, at least one non-faulty process
is trying to enter its critical section, and at least n − ℓ processes are in their remainders, then
some non-faulty process eventually enters its critical section, provided that no process leaves its
remainder in the meantime.

The weak ℓ-deadlock-freedom property guarantees that as long as no more than ℓ processes try to
enter their critical sections, all non-faulty processes should succeed regardless of how many pro-
cesses crash. By a weak ℓ-exclusion algorithm we mean an algorithm that satisfies (1) ℓ-exclusion,
(2) 1-deadlock-freedom, and (3) weak ℓ-deadlock-freedom. For ℓ = 1, a weak 1-exclusion algo-
rithm is a mutual exclusion algorithm.

1.3 Results

Our model of computation consists of an asynchronous collection of n processes that communicate
only by reading and writing single-writer registers. A single-writer register can be written by one
predefined process and can be read by all the processes. A register can be atomic or non-atomic.
With an atomic register, it is assumed that operations on the register occur in some definite order.
That is, reading or writing an atomic register is an indivisible action. When reading or writing a
non-atomic register, a process may be reading a register while another is writing into it, and in that
event, the value returned to the reader is arbitrary [15]. Our results are:

A space lower bound. For any ℓ ≥ 2 and n > ℓ, any ℓ-exclusion algorithm for n processes
must use at least 2n− 2 bits: at least two bits per process for n− 2 of the processes and at least one
bit per process for the remaining two processes. (Here a bit can be atomic or non-atomic.)
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A matching space upper bound. For ℓ ≥ 2 and n > ℓ, there is an ℓ-exclusion algorithm for
n processes that uses 2n − 2 non-atomic bits: two bits per process for n − 2 of the processes and
one bit per process for the remaining two processes.

An optimal weak ℓ-exclusion algorithm. For ℓ ≥ 2 and n > ℓ, there is a weak ℓ-exclusion
algorithm for n processes that uses one non-atomic bit per process.

1.4 Related Work

To place our results in perspective, we give a brief history of the ℓ-exclusion problem. The mu-
tual exclusion problem was first stated and solved for n processes by Dijkstra in [10]. Numerous
solutions for the problem have been proposed since it was first introduced in 1965. Because of
its importance and as a result of new hardware and software developments, new solutions to the
problem are being designed all the time.

In [7, 9], Burns and Lynch have shown that any deadlock-free mutual exclusion algorithm for
n processes must use at least n shared registers, even when multi-writer registers are allowed. This
important lower bound can be easily generalized to show that also any ℓ-exclusion algorithm for n
processes must use at least n shared registers for any ℓ ≥ 1. The One-bit mutual exclusion algo-
rithm, which uses n non-atomic bits and hence provides a tight space upper bound, was developed
independently by Burns [6] (also appeared in [9]), and by Lamport [16].

The ℓ-exclusion problem, which generalizes the mutual exclusion problem, was first defined and
solved in [12, 13]. For a model which supports read-modify-write registers, a tight space bound of
Θ(n2) shared states is proved in [12, 13], for the ℓ-exclusion problem for fixed ℓ assuming the strong
FIFO-enabling liveness property (and strong robustness). There is a large gap between the constants
in the upper and lower bounds. Both depend on ℓ, but the constant in the upper bound is exponential
in ℓ, while the constant in the lower bound is linear in ℓ. Without the strong liveness property and
when not requiring that the exit code be wait-free, O(n) states suffice for mutual exclusion using
read-modify-write registers [18]. Several algorithms for ℓ-exclusion, which are based on strong
primitives such as fetch-and-increment and compare-and-swap, are considered in [3]. The “bank
example” in Section 1.1 is from [13].

In [19], Peterson has proposed several ℓ-exclusion algorithms for solving the problem using
atomic read/write registers satisfying various progress properties ranging from ℓ-deadlock-freedom
to FIFO-enabling. The simplest algorithm in [19] requires a single 3-valued single-writer atomic
register per process. A FIFO-enabling ℓ-exclusion algorithm using atomic registers is presented
also in [1], which makes use of concurrent time-stamps for solving the problem with bounded size
memory. Long-lived and adaptive algorithms for collecting information using atomic registers are
presented in [2]. The authors employ these algorithms to transform the ℓ-exclusion algorithm of
[1], into its corresponding adaptive long-lived version. An ℓ-exclusion algorithm using O(n2) non-
atomic single-writer bits which does not permits individual starvation of processes, is presented in
[11].

In [8], an interesting tight bound regarding the ℓ-assignment problem is proved. Namely, that
ℓ ≥ 2k + 1 is a necessary and sufficient condition for solving ℓ-assignment problem using atomic
registers where k is the maximal number of possible faults. In [4], a simpler version of the ℓ-
assignment problem, called distinct CS, is considered. Finally, in [5], the ℓ-exclusion problem
(called in [5] the “identical-slot critical section” problem) is considered in a completely asyn-
chronous distributed network. The message complexity of the solution is unbounded. Many known
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mutual exclusion, ℓ-exclusion and ℓ-assignment algorithms are discussed in detail in [20].

2 A Space Lower Bound

In this section we assume a model where the only shared objects are atomic registers. It is obvious
that the space lower bound applies also for non-atomic registers. In the following, by a register
(bit), we mean an atomic single-writer register (bit).

Theorem 2.1 For any ℓ ≥ 2 and n > ℓ, any ℓ-exclusion algorithm for n processes must use at least
2n− 2 bits: at least two bits per process for n− 2 of the processes and at least one bit per process
for the remaining two processes.

In the next section we will provide a matching upper bound. Interestingly, Theorem 2.1 follows
from the following special case when ℓ = 2 and n = 3.

Theorem 2.2 Any 2-exclusion algorithm for 3 processes must use at least 4 bits: at least two bits
for one of the processes and at least one bit for each one of the remaining two processes.

Proof of Theorem 2.1: We observe that any ℓ-exclusion algorithm, say A, where ℓ ≥ 2 for processes
p1, ..., pn (where n > ℓ), can be transformed into a 2-exclusion algorithm, say A′, for processes
p1, p2, p3, where the space for each one of the three processes in A′ is the same as the space for
the corresponding process in A. Let the ℓ − 2 processes p4, ..., pℓ+1 execute A until they enter
their critical sections and then let them crash, and let st be the global state immediately after these
ℓ− 2 processes crash (by the ℓ-deadlock-freedom requirement, such an execution exists). A′ is now
constructed from A by replacing each one of the single-writer registers of processes p4, ..., pn, with
a constant whose value equals the value of the corresponding register in state st . The programs
of processes p1, p2, p3 in A′ are the same as in A, except the fact that in A′ whenever a process
needs to read the value of a register of one of the processes p4, ..., pn, it does so by accessing the
corresponding constant.

It follows from Theorem 2.2 and the above transformation that, for any three processes from the
set of n processes which participate in A, one of three processes must “own” at least two bits and
each one of remaining two processes must “own” at least one bit. Thus, the n processes together
must use at least 2n− 2 bits: two bits per process for n− 2 of the processes and one bit per process
for the remaining two processes.

For the rest of the section, we focus on proving Theorem 2.2.

2.1 A Formal Model

Our model of computation, for proving the lower bound, consists of an asynchronous collection of n
deterministic processes that communicate via single-writer atomic registers. An event corresponds
to an atomic step performed by a process. The events which correspond to accessing registers are
classified into two types: read events which may not change the state of the register, and write
events which update the state of a register but do not return a value. An event specifies which
process performs it, a read event specifies the value that is read from a register, and a write event
specifies the value that is written into a register. A (global) state of an algorithm is completely
described by the values of the registers and the values of the location counters of all the processes.
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A run is a sequence of alternating states and events (also referred to as steps). For the purpose
of the lower bound proof, it is more convenient to define a run as a sequence of events omitting all
the states except the initial state. Since the states in a run are uniquely determined by the events and
the initial state, no information is lost by omitting the states. Each event in a run is associated with
a process that is involved in the event. We use the notation ep to denote an instance of an arbitrary
event at a process p.

We will use x, y and z to denote runs. The notation x ≤ y means that x is a prefix of y, and
x < y means that x is a proper prefix of y. When x ≤ y, we denote by (y − x) the suffix of y
obtained by removing x from y. Also, we denote by x; seq the sequence obtained by extending x
with the sequence of events seq. We will often use statements like “at the end of run x process
p is in its remainder”, and implicitly assumed that there is a function which for any finite run and
process, lets us know whether a process is in its remainder, entry, critical section, or exit code, at
the end of that run. Also, saying that an extension y of x involves only processes from the set P
means that all events in (y − x) are only by processes in P . It is assumed that the processes are
deterministic. That is, if x; ep and x; e′p are runs then ep = e′p.

Next we define the looks like relation which captures when two runs are indistinguishable to a
given process.

Definition 2.1 Run x looks like run y to process p, if the subsequence of all events by p in x is the
same as in y, and the values of all the registers at the end of x are the same as at the end of y.

The looks like relation is also called the indistinguishability relation in the literature. The looks like
relation is an equivalence relation for a given process p. The next step by a process always depends
on the previous step taken by the process and the current values of the registers. It should be clear
that if two runs look alike to a given process then the next step by this process at the end both runs
is the same.

Lemma 2.3 Let x be a run which looks like run y to every process in a set P . If z is an extension
of x which involves only processes in P then y; (z − x) is a run.

Proof: By a simple induction on k – the number of events in (z − x). The basis when k = 0 holds
trivially. We assume that the Lemma holds for k ≥ 0 and prove for k + 1. Assume that the number
of events in (z − x) is k + 1. For some event e, it is the case that z = z′; e. Since the number of
events in (z′ − x) is k, by the induction hypothesis y′ = y; (z′ − x) is a run. Let p ∈ P be the
process which involves in e. Then, from the construction, the runs z′ and y′ look alike to p, which
implies that the next step by p at the end of both runs is the same. Thus, since z = z′; e is a run,
also y′; e = y; (z − x) is a run.

Lemma 2.4 In a model where only single-writer registers are used, any ℓ-exclusion algorithm,
where ℓ ≥ 1, must use at least one single-writer register per process.

Proof: Let x be a run in which all the processes are in their remainders at the end of x, and let z be
an extension of x, by events which involve only process p, in which p is in its critical section (such
a run z exists by the ℓ-deadlock-freedom property). We show that there must be a write event which
involves p in (z − x). This implies that that each process p must have at least one single-writer
register.
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Assume to the contrary that (z − x) involves only steps by p, and there is no write event which
involves p in (z−x). Since none of the events in (z−x) involve the other processes, z looks like x
to all processes other than p. By the ℓ-deadlock-freedom property, there is an extension of x which
does not involve p in which ℓ processes (not including p) enter their critical sections. Since z looks
like x to all the processes other than p, by Lemma 2.3, a similar extension exists starting from z.
That is, ℓ additional processes can enter their critical sections in an extension of z, while p is still in
its critical section. This violates the ℓ-exclusion property.

2.2 A high-level description of the proof of Theorem 2.2

Before getting into specific details, we give below a very high-level intuitive description of the lower
bound proof, so that the readers can have the big picture already in their mind while following the
proof.

To prove Theorem 2.2, we assume to the contrary that there exists a 2-exclusion algorithm,
called 2EX , for three processes which uses only three shared bits. By Lemma 2.4, 2EX uses one
single-writer bit per process. We show that this assumption leads to a contradiction. This is done by
constructing an infinite run in which at least two (out of the three) processes participate infinitely
often and where no process ever enters its critical section. The existence of such an infinite run
violates the 2-deadlock-freedom requirement.

The construction of the above infinite run is done as follows. First we introduce (in Subsection
2.4) the key concept of a locked process. Intuitively, process p is locked at the end a given run, if p
must wait for at least one other process to take a step before it may enter its critical section. Next
we prove the following two lemmas for the algorithm 2EX:

1. There exists a run x0, such that all three processes are locked at the end x0, and no process is
in its critical section at the end of any prefix of x0 (Lemma 2.7).

2. For any run x, such that all three processes are locked at the end x, there exists an extension z
of x such that (1) all the processes are locked at the end of z, (2) exactly two of the processes
are involved in the suffix of z obtained by removing x from z, and (3) no process is in its
critical section at the end of any prefix of z (Lemma 2.14).

Starting from such run x0, we repeatedly apply the result mentioned in item (2) above, to construct
the desired infinite run, in which at least two processes take infinitely many steps, but no process
ever enters its critical section.

Thus, for any 2-exclusion algorithm for 3 processes which uses one single-writer bit per process,
there exists an infinite run in which at least two processes take infinitely many steps, but no process
ever enters its critical section. The existence of such a run implies that the algorithm does not satisfy
2-deadlock-freedom, which leads to a contradiction.

2.3 Changing the value of a bit

All the definitions and lemmas below refer to the arbitrary 2-exclusion algorithm for three processes,
called 2EX , which uses one single-writer bit per process.

For process p and run x, we use the notation value(x, p) to denote the value at the end of run x,
of the single-writer bit that only p is allowed to write into. I.e., the value of p’s single-writer bit at
the global state immediately after the last event of x has occurred.
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Lemma 2.5 Let P be a set of processes where |P | ≤ 2, let z be a run in which the processes in
P are in their critical sections at the end of z, and let x be the longest prefix of z such that the
processes in P are in their remainders at the end of x. If (z− x) involves only steps by processes in
P , then value(x, p) ̸= value(z, p) for every p ∈ P .

Proof: Assume to the contrary that value(x, p) = value(z, p) for some p ∈ P .

Case 1: |P | = 1 = {p}. Since none of the events in (z − x) involves the other two processes, x
looks like z to all processes other than p. By the 2-deadlock-freedom property, there is an extension
of x which does not involve p in which the other two processes enter their critical sections. Since x
looks like z to all processes other than p, by Lemma 2.3, a similar extension exists starting from z.
That is, the other two processes can enter their critical sections in an extension of z, while p is still
in its critical section. This violates the 2-exclusion property.

Case 2: |P | = 2 = {p, q}, value(x, p) = value(z, p) and value(x, q) = value(z, q). Since
none of the events in (z − x) involves the third process, call it process r, x looks like z to r. By the
2-deadlock-freedom property, there is an extension of x which involves only r in which r enters its
critical section. Since x looks like z to r, by Lemma 2.3, a similar extension exists starting from z.
That is, r can enter its critical section in an extension of z, while p and q are still in their critical
sections. This violates the 2-exclusion property.

Case 3: |P | = 2 = {p, q}, value(x, p) = value(z, p) and value(x, q) ̸= value(z, q). By the
2-deadlock-free property, there is an extension y of x in which q is in its critical section at the end
of y and (y − x) involves only q. By case 1 above, value(x, q) ̸= value(y, q). Since none of the
events in (y − x) and in (z − x) involves r, y looks like z to r. (Notice that, here we use also the
fact that the shared registers are single-writer bits.) By the 2-deadlock-freedom property, there is an
extension of y which involves only r in which r enters its critical section. Since y looks like z to
r, by Lemma 2.3, a similar extension exists starting from z. That is, r can enter its critical section
in an extension of z, while p and q are still in their critical sections. This violates the 2-exclusion
property.

Lemma 2.6 Let z be a run in which p is in its remainder at the end of z, and assume that there is a
prefix of z in which process p is in its critical section (at the end of that prefix). Let x be the longest
prefix of z such that p is in its critical section at the end of x. If (z − x) involves only steps by p,
then value(x, p) ̸= value(z, p).

Proof: Assume to the contrary that (z−x) involves only steps by p, and value(x, p) = value(z, p).
Since none of the events in (z−x) involves the other processes, z looks like x to all processes other
than p. By the 2-deadlock-freedom property, there is an extension of z which does not involve p in
which the other two processes enter their critical sections. Since z looks like x to all the processes
other than p, by Lemma 2.3, a similar extension exists starting from x. That is, the other two
processes can enter their critical sections in an extension of x, while p is still in its critical section.
This violates the 2-exclusion property.

2.4 Locking

Next we introduce the key concept of a locked process. Intuitively, process p is locked at the end of
a given run, if p must wait for at least one other process to take a step before it may enter its critical
section.
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Definition 2.2 For process p and run x, p is locked at the end of x, if (1) p is in its entry code at
the end of x, and (2) for every extension y of x such that (y − x) involves only steps by p, p is in its
entry code at the end of y.

Lemma 2.7 There exists a run x0, such that all three processes are locked at the end of x0, and no
process is in its critical section at the end of any prefix of x0.

Proof: The run x0 is constructed as follows. We start from (any) one of the possible initial states,
and denote the initial values of the three bits of the processes p1, p2, p3 in the initial state by
init(p1), init(p2) and init(p3), respectively. We first let p1 run alone until it is about to write
and change the value of its single-writer bit from init(p1) to 1− init(p1) for the last time before it
may enter its critical section if it continues to run alone (by Lemma 2.5 such a write must eventually
happen). We suspend p1 just before it writes and repeat this procedure with p2 and then with p3.
Then we let the processes p1, p2, p3 write the values 1− init(p1), 1− init(p2), 1− init(p3), respec-
tively, into their bits. The resulting run, where all three bits are set to values which are different from
their initial values, is x0. Each process p ∈ {p1, p2, p3}, cannot distinguish x0 from a run in which
before p has executed this last write, the other two processes run alone, flipped the values of their
bits (by Lemma 2.5), and have entered their critical sections. Thus, it follows from the 2-exclusion
property and Lemma 2.3, that there cannot be an extension of x0 by steps of p only in which p is in
its critical section, which implies that each one of the three processes is locked at the end of x0.

Lemma 2.8 Assume that x looks like z to p. Process p is locked at the end of x if and only if p is
locked at the end of z.

Proof: Assume to the contrary that p is locked at the end of x and p is not locked at the end of z.
By definition, there is an extension ẑ of z such that (ẑ − z) involves only p and p is in its critical
section at the end of ẑ. Since x looks like z to p, by Lemma 2.3, a similar extension exists starting
from x. That is, p is in its critical section at the end of x; (ẑ − z). This contradicts the assumption
the p is locked at the end of x. Since the looks like relation is symmetric, the result follows.

Lemma 2.9 Assume that p is in its remainder at the end of x. For every q ̸= p, q is not locked at
the end of x.

Proof: This follows immediately from the 2-deadlock-freedom requirement.

2.5 Locking and Values

The following lemmas relate between locked processes and the values of their bits.

Lemma 2.10 Assume that the three processes are locked at the end of x, and let z be an extension
of x such that some process p is not involved in (z−x) and some other process q is in its remainder
at the end of z. Then, value(x, q) ̸= value(z, q).
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Proof: Assume to the contrary that value(x, q) = value(z, q). Let r be the third process. By the
2-deadlock-freedom requirement, there is an extension ẑ of z such that (1) (ẑ − z) involves only r,
and (2) r is in its critical section at the end of ẑ. There are two cases.

Case 1: value(x, r) = value(ẑ, r). In this case, x looks like ẑ to p. By Lemma 2.8, p is locked
at the end of ẑ. This violates Lemma 2.9 (i.e., this violates the 2-exclusion property).

Case 2: value(x, r) ̸= value(ẑ, r). By Lemma 2.6 and the assumption that the exit code is
wait-free, there is an extension z′ of ẑ, such that (1) (z′− ẑ) involves only r, (2) r is in its remainder
at the end of z′, and (3) value(ẑ, r) ̸= value(z′, r). Thus, value(x, r) = value(z′, r). This implies
that x looks like z′ to p. By Lemma 2.8, p is locked at the end of z′. This violates Lemma 2.9.
Thus, we have reached a contradiction. The result follows.

Lemma 2.11 Assume that the three processes are locked at the end of x, and let z be an extension
of x such that some process p is not involved in (z − x) and some other process q is in its critical
section at the end of z. Then, value(x, q) = value(z, q).

Proof: By Lemma 2.6 and the assumption that the exit code is wait-free, there is an extension z′ of z,
such that (1) (z′− z) involves only q, (2) q is in its remainder at the end of z′, and (3) value(z, q) ̸=
value(z′, q). By Lemma 2.10, value(x, q) ̸= value(z′, q) Thus, value(x, q) = value(z, q).

Lemma 2.12 Assume that the three processes are locked at the end of x. For every two processes p
and q there is an extension z of x such that: (1) (z− x) involves only p and q, (2) p is in its critical
section at the end of z, (3) q is in its remainder at the end of z, (4) value(x, p) = value(z, p), and
(5) value(x, q) ̸= value(z, q).

Proof: We construct z as follows. Starting from x we first let p and q run until one of them enters its
critical section. This is possible by the 2-deadlock-freedom requirement. Then, we let the process
that has entered its critical section, say process q, continue alone until it reaches its remainder
(recall that the exit code is assumed to be wait-free). At that point, we let the other process, say
process p, run alone until it enters its critical section (again, this is possible by the 2-deadlock-
freedom requirement). The resulting run, at the end of which p is in its critical section, and q
is in its remainder is z. We notice that only p and q are involved in (z − x). By Lemma 2.11,
value(x, p) = value(z, p), and by Lemma 2.10, value(x, q) ̸= value(z, q).

2.6 Flexibility

Intuitively, process p is flexible at the end of a given run, if p can change the value of its bit without
a need to wait for some other process to take a step.

Definition 2.3 For process p and run x, p is flexible at the end of x, if there exists an extension z of
x such that: (1) (z − x) involves only steps by p, (2) for every x ≤ y ≤ z, p is in its entry code at
the end of y, and (3) value(x, p) ̸= value(z, p).

Lemma 2.13 Let x be a run such that the three processes are locked at the end of x. Then, at least
two processes are flexible at the end of x.

10



Proof: We assume that p1, p2 and p3 are locked at the end of x. By the 2-deadlock-freedom property,
if we extend x by letting processes p1 and p2 taking steps alternately, eventually one of the two must
enter its critical section. Let ẑ be the shortest extension of x such that at the end of ẑ both processes
are still in their entry code, but the next step of one of them is already in a critical section.

Case 1: for some y where x ≤ y ≤ ẑ, either value(x, p1) ̸= value(y, p1) or value(x, p2) ̸=
value(y, p2). Let y be the shortest run where x < y ≤ ẑ, and
value(x, p1) ̸= value(y, p1) or value(x, p2) ̸= value(y, p2). This means that only one process,
say p1, changed its bit in y, and all the steps of p2 in (y − x) are invisible to p1 and p3. Thus,
it is possible to remove from y all the events in which p2 is involved in (y − x) and get a new
run z. Clearly z looks like y to p1 and hence value(y, p1) = value(z, p1), which implies that
value(x, p1) ̸= value(z, p1). Thus, z is a witness for the fact that p1 is flexible at the end of x.

Case 2: for all y where x ≤ y ≤ ẑ, value(x, p1) = value(y, p1) and value(x, p2) = value(y, p2).
Thus, all the steps of the p1 in (ẑ−x) are invisible to p2 and p3, and all the steps of the p2 in (ẑ−x)
are invisible to p1 and p3. Thus, it is possible to remove from ẑ all the events in which p2 is involved
in (ẑ−x) and get a new run z1, and similarly, it is possible to remove from ẑ all the events in which
p1 is involved in (ẑ − x) and get a new run z2. Clearly, z1 looks like ẑ to p1 and z2 looks like ẑ
to p2. By definition, either the next step of p1 from z1 is already a step in its critical section, or the
next step of p2 from z2 is already a step in its critical section. This contradicts the assumption that
all the processes are locked at the end of x.

We conclude that either p1 or p2 is flexible at the end of x. Assume without loss of generality
that p1 is flexible at the end of x. We repeat the above argument to show that either p2 or p3 is
flexible at the end of x.

2.7 Main Lemma and Proof of Theorem 2.2

We are now ready to prove the main lemma and complete the proof of Theorem 2.2.

Lemma 2.14 (main lemma) Let x be a run such that all three processes are locked at the end of x.
Then, there exists an extension z of x such that (1) all the processes are locked at the end of z, (2)
exactly two of the processes are involved in (z − x), and (3) for every x ≤ y ≤ z, all the processes
are in their entry codes at the end of y.

Proof: We will construct the run z and show that z satisfies the required properties. We start from
the run x in which the three processes, p1, p2, p3 are locked at the end of x. By Lemma 2.13 at least
two processes are flexible at the end of x. Without loss of generality, we assume that p2 and p3 are
flexible at the end of x. We construct an extension of x, called x2, which involves only process p2
as follows. Starting from x, we let p2 run alone until it is about to write and change the value of
its single-writer bit from value(x, p2) to 1− value(x, p2). We suspend p2 just before it writes, and
call this run x2. For later reference, we denote by ep2 the write event that p2 is about to take once
activated again, and denote by x′2 the run x2; ep2 . See Figure 1 for illustration of all the runs which
are constructed for the proof of Lemma 2.14.

Similarly, we construct an extension of x, called x3, which involves only process p3 as follows.
Starting from x, we let p3 run alone until it is about to write and change the value of its single-writer
bit from value(x, p3) to 1− value(x, p3). We suspend p3 just before it writes, and call this run x3.
For later reference, we denote by ep3 the write event that p3 is about to take once activated again,
and denote by x′3 the run x3; ep3 .
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Figure 1: Illustration of all the runs in the proof of Lemma 2.14. For i ∈ {1, 2, 3, }, vi =
value(x, pi) and vi = 1 − vi. Rem and CS are abbreviations for Remainder and Critical Section,
respectively.
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Next we construct an extension of x, called x23, which involves only p2 and p3. We let p2 run
alone until it is about to write and change the value of its single-writer bit from value(x, p2) to
1 − value(x, p2). We suspend p2 just before it writes and then let p3 run alone until it is about to
write and change the value of its single-writer bit from value(x, p3) to 1−value(x, p3). We suspend
p3 just before it writes. Then we let the processes p2 and p3 write the values 1 − value(x, p2) and
1−value(x, p3) respectively, into their bits in an arbitrary order. The resulting run, where the bits of
p2 and p3 are set to values which are different from their values at the end of x, is run x23. Thus, the
run x23 is the run x2; (x3 − x); ep2 ; ep3 (the order in which ep2 and ep3 are executed is immaterial).
We observe that x2; (x3 − x) looks like x3; (x2 − x) to all the processes.

We consider also the following two extensions of x. By Lemma 2.12, there exists an extension
of x which we will call run x12, such that (x12 − x) involves only p1 and p2, p1 is in its critical
section at the end of x12, p2 is in its remainder at the end of x12, value(x, p1) = value(x12, p1),
and value(x, p2) ̸= value(x12, p2). By Lemma 2.12, there exists another extension of x which we
will call run x13, such that (x13 − x) involves only p1 and p3, p1 is in its critical section at the end
of x13, p3 is in its remainder at the end of x13, value(x, p1) = value(x13, p1), and value(x, p3) ̸=
value(x13, p3).

We notice that (x12 − x) must include a write event by p2, and the last write event by p2 in
(x12−x) sets the value of p2 single-writer bit to 1−value(x, p2). Similarly, (x13−x) must include
a write event by p3, and the last write event by p3 in (x13 − x) sets the value of p3 single-writer bit
to 1− value(x, p3).

Let the run x̂12 be the run x; (x3 − x); (x12 − x); ep3 , and let the run x̂13 be the run
x; (x2 − x); (x13 − x); ep2 . Clearly, x23 looks like x̂12 to p3, and x23 looks like x̂13 to p2. In-
formally, this implies that at the end of x23, process p2 “suspects” that p1 is in its critical section
and p3 is in its remainder; and process p3 “suspects” that p1 is in its critical section and p2 is in its
remainder. Since p2 is in its remainder at the end of x̂12, by Lemma 2.9, p3 is not locked at the end
of x̂12, and hence by Lemma 2.8, p3 is also not locked at the end of x23. Similarly, since p3 is in its
remainder at the end of x̂13, by Lemma 2.9, p2 is not locked at the end of x̂13, and hence by Lemma
2.8, p2 is also not locked at the end of x23.

Since both p2 and p3 are not locked at the end of x23, there is an extension y2 of x23 by steps
of p2 only in which p2 is in its critical section at the end of y2, and there is (another) extension y3
of x23 by steps of p3 only in which p3 is in its critical section at the end of y3. Since both (y2 − x)
and (y3 − x) do not involve p1, by Lemma 2.11, value(x, p2) = value(y2, p2) and value(x, p3) =
value(y3, p3). Thus, value(x23, p2) ̸= value(y2, p2) and value(x23, p3) ̸= value(y3, p3). This
means that in (y2−x23) there is a write event by p2, denoted ez2p2 , which changes the value of the bit
of p2 to value(x, p2), and in (y3 − x23) there is a write event by p3, denoted ez3p3 , which changes the
value of the bit of p3 to value(x, p3). Let run z2 be the shortest extension of x23 such that z2; ez2p2 is
a prefix of y2, and let run z3 be the shortest extension of x23 such that z3; ez3p3 is a prefix of y2.

Next we construct the extension z of x23 which involves only p2 and p3. We first let p2 run
alone until it is about to change the value of its single-writer bit to value(x, p2). We suspend p2 just
before it writes and then let p3 run alone until it is about to change the value of its single-writer bit
to value(x, p3). We suspend p3 just before it writes. Then we let the processes p2 and p3 write the
values value(x, p2) and value(x, p3) respectively, into their bits in an arbitrary order. The resulting
run, where the bits of p2 and p3 are set to values which are the same as their values at the end of
x, is the run z. That is, z is exactly the run z2; (z3 − x23); e

z2
p2 ; e

z3
p3 (the order in which the last two

write events are executed is immaterial). Below we prove that the three processes are locked at the
end of z.
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Since (z − x) does not involve p1, x looks like z to p1, and thus by Lemma 2.8, p1 is locked at
the end of z. To prove that the also p2 and p3 are locked at the end of x, we will show that each one
of them cannot distinguish between z and another run at the end of which the other two processes
are in their critical sections. We now construct these two runs.

By Lemma 2.12, there exists an extension of x which we will call run w, such that (w − x)
involves only p2 and p3, p3 is in its critical section at the end of w, p2 is in its remainder at the end
of w, value(x, p3) = value(w, p3), and value(x, p2) ̸= value(w, p2). Clearly w looks like x′2 to
p1. Since p2 is in its remainder at the end of w, by Lemma 2.9, p1 is not locked at the end of w, and
hence by Lemma 2.8, p1 is also not locked at the end of x′2. Thus, there is an extension y1 of x′2 by
steps of p1 only, in which p1 is in its critical section at the end of y1. Since x′2 − x does not involve
steps by p1, value(x, p1) = value(x′2, p1). Since (y1 − x) does not involve steps by p3, by Lemma
2.11, value(x, p1) = value(y1, p1). Thus also value(x′2, p1) = value(y1, p1).

Recall that x23 = x2; (x3 − x); ep2 ; ep3 . We observe that (1) (x3 − x) involves only p3 and
does not change the value of the bit of p3, and (2) (y1 − x′2) involves only p1 and does not change
the value of the bit of p1. Thus, by Lemma 2.3 (applied several times), the sequence of events,
x′23 = x2; (x3 − x); ep2 ; (y1 − x′2); ep3 is a legal run in which p1 is in its critical section at the end
of this legal run.

Since x′23 looks like x23 to p2 and to p3, by Lemma 2.3, x′23; (y3 − x23) is a run in which both
p1 and p3 are in their critical sections at the end of the run, and x′23; (z2 − x23) is a legal run. Since
(z2 − x23) involves only p2 and the value of the bit of p3 does not change, by Lemma 2.3, the
sequence y′3 = x′23; (z2 − x23); (y3 − x23); e

z2
p2 is a legal run in which both p1 and p3 are in their

critical sections at the end of this legal run. Process p2, cannot distinguish z from a run in which
before p2 executed its last write in z, the other two processes have entered their critical sections.
That is, z looks like y′3 to p2. Thus, it follows from the 2-exclusion property and Lemma 2.3, that
there cannot be an extension of z by steps of p2 only in which p2 is in its critical section at the end
of this extension. This implies that p2 is locked at the end of z.

Similarly, since x′23 looks like x23 to p2 and to p3, by Lemma 2.3, x′23; (y2 − x23) is a run in
which both p1 and p2 are in their critical sections at the end of the run, and x′23; (z3−x23) is a legal
run. Since (z3 − x23) involves only p3 and the value of the bit of p3 does not change, by Lemma
2.3, the sequence y′2 = x′23; (z3 − x23); (y2 − x23); e

z3
p3 is a legal run in which both p1 and p2 are

in their critical sections at the end of the run. Process p3, cannot distinguish z from a run in which
before p3 executed its last write in z, the other two processes have entered their critical sections.
That is, z looks like y′2 to p3. Thus, it follows from the 2-exclusion property and Lemma 2.3, that
there cannot be an extension of z by steps of p3 only in which p3 is in its critical section at the end
of the extension. This implies that p3 is locked at the end of z.

To conclude, we have shown that all three processes are locked at the end of z. Furthermore, it
follows from the construction that two of the processes, p2 and p3, are involved in (z − x), and that
for every x ≤ y ≤ z, all the processes are in their entry codes at the end of y.

Proof of Theorem 2.2: We have assumed to the contrary that 2EX is a 2-exclusion algorithm for
3 processes which uses one single-writer bit per process. We show that this leads to a contradiction.
By Lemma 2.7, there exists a run x0, such that all three processes are locked at the end of x0,
and no process is in its critical section at the end of any prefix of x0. Starting from such a run x0
(which exists by Lemma 2.7), we repeatedly apply the result of Lemma 2.14 to construct the desired
infinite run, in which at least two processes take infinitely many steps, but no process ever enters its
critical section. That is, we begin with x0 and pursue the following locking-preserving scheduling
discipline:
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1 x := x0; /* initialization */
2 repeat
3 let z be an extension of x. The existence of z is proved in Lemma 2.14, where all the

processes are locked at the end of z, two processes are involved in (z − x), and
for every x ≤ y ≤ z, all the processes are in their entry codes at the end of y.

4 x := z /* "locking extension" of x */
5 forever

The above scheduling discipline, implies that there is an infinite run of 2EX in which at least two
processes take infinitely many steps, but no process ever enters its critical section. The existence of
such a run implies that 2EX does not satisfy 2-deadlock-freedom. A contradiction.

3 A Space Upper Bound: The Two-bits Algorithm

In this section we provide a tight space upper bound for ℓ-exclusion. To make the upper bound as
strong as possible, we will assume that the registers are non-atomic.

Theorem 3.1 For ℓ ≥ 2 and n > ℓ, there is an ℓ-exclusion algorithm for n processes that uses
2n− 2 non-atomic bits: two bits per process for n− 2 of the processes and one bit per process for
the remaining two processes.

We present below a space optimal algorithm which is inspired by Peterson’s ℓ-exclusion algorithm
which requires one 3-valued single-writer atomic register per process [19].

3.1 The Two-bits Algorithm

Our algorithm is for n processes each with unique identifier taken from the set {1, ..., n}. For each
process i ∈ {2, ..., n− 1}, the algorithm requires two single-writer non-atomic bits, called Flag1[i]
and Flag2[i]. For process 1 the algorithm requires one single-writer non-atomic bit, called Flag1[1],
and for process n the algorithm requires one single-writer non-atomic bit, called Flag2[n]. In addi-
tion two local variables, called counter and j, are used for each process. ℓ is used as a constant.

THE TWO-BITS ℓ-EXCLUSION ALGORITHM: process i ∈ {1, ..., n} program.

Shared: Flag1[1..n− 1], Flag2[2..n]: arrays of non-atomic bits, initially all entries are 0.
Local: counter, j: integer ranges over {0, ..., n}.
Constant: Flag1[n] = 0, Flag2[1] = 0. /* used for simplifying the presentation */

1 if i ̸= n then Flag1[i] := 1 fi; /* save one bit */
2 repeat
3 repeat
4 counter := 0;
5 for j := 1 to n do
6 if (j < i and Flag1[j] = 1) or (Flag2[j] = 1)
7 then counter := counter + 1 fi od
8 until counter < ℓ;
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9 if i ̸= 1 then Flag2[i] := 1 fi; /* save one bit */
10 counter := 0;
11 for j := 1 to n do
12 if (j < i and Flag1[j] = 1) or (j ̸= i and Flag2[j] = 1)
13 then counter := counter + 1 fi od
14 if counter ≥ ℓ then if i ̸= 1 then Flag2[i] := 0 fi fi
15 until counter < ℓ;
16 critical section;
17 if i ̸= 1 then Flag2[i] := 0 fi; if i ̸= n then Flag1[i] := 0 fi;

In line 1, process i (where i ̸= n) first indicates that it is contending for the critical section by setting
Flag1[i] to 1. Then, in the first repeat loop (lines 3–8) it finds out how many processes have higher
priority than itself.

A process k has higher priority than process i, if its second flag bit Flag2[k] is set to 1,
or if k < i and Flag1[k] = 1.

If fewer than ℓ processes have higher priority, i exits the repeat loop (line 8). Otherwise, process
i waits by spinning in the inner repeat loop (lines 3–8), until fewer than ℓ processes have higher
priority. Once it exits the inner loop it sets its second flag, Flag2[i], to 1 (for i ̸= 1). Then, again,
it finds out how many processes have higher priority than itself. If fewer than ℓ processes have
higher priority, process i exits the outer repeat loop (line 15) and can safely enter its critical section.
Otherwise, the process sets its second flag bit back to 0, and goes back to wait in the inner repeat
loop (lines 3–8). In the exit code a process simply sets its flag bits to 0.

3.2 Correctness Proof

We are assuming in this section that the registers are non-atomic. Thus, the individual read or write
operations of different processes may overlap in time. A detailed model of non-atomic operations
appears in [15]. In our case, to simplify the presentation, we only slightly modify the model pre-
sented in Subsection 2.1 as follows. With each read or write operation we associate two events, one
event which marks the beginning of the operation and a corresponding event which marks the end
of the operation. As before, a run is a sequence of events omitting all the states except the initial
state. Thus, for an operation op, the pair of events begin.op and the corresponding end .op which
appear in run x, mark the duration of op in x. Two operations op1 and op2 overlap in run x, if either
begin.op2 appears in x after begin.op1 and before the corresponding end .op1 , or vice versa. As
already mentioned, when a read operation of a non-atomic register overlaps a write operation into
it, the value returned to the reader is arbitrary.

Theorem 3.2 The two-bits algorithm satisfies ℓ-exclusion.

Proof: Assume to the contrary that the algorithm does not satisfy ℓ-exclusion. This means that there
is some finite run x and ℓ+ 1 processes, denoted i1, ..., iℓ+1, such that all these ℓ+ 1 processes are
in their critical sections at the end of x. For every process i ∈ {i1, ..., iℓ+1} such that i ̸= 1, let
xi be the shortest prefix of x such that for every z, xi ≤ z ≤ x, Flag2[i] = 1 at the end of z. If
1 ∈ {i1, ..., iℓ+1}, let x1 be the shortest prefix of x such that for every z, x1 ≤ z ≤ x, Flag1[1] = 1
at the end of z. That is, in the last (end operation) event of xi, process i ̸= 1 sets Flag2[i] to 1
(line 9) for the last time before entering its critical section. If 1 ∈ {i1, ..., iℓ+1} then in the last
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(end operation) event of x1, process 1 sets Flag1[i] to 1 (line 1) for the last time before entering its
critical section.

Clearly xi is shorter than x. Let us assume without loss of generality that xi1 ≤ xi2 ≤ ... ≤
xiℓ+1 . This implies that for every z, xiℓ+1 ≤ z ≤ x, Flag2[i] = 1 at the end of z for every
i ∈ {i1, ..., iℓ+1} where i ̸= 1, and Flag1[1] = 1 at the end of z if 1 ∈ {i1, ..., iℓ+1}. This
means that before process iℓ+1 has finished changing Flag2[iℓ+1] to 1 (or Flag1[1] to 1 in case iℓ+1

is process 1), the values of all the flag bits of at least ℓ other processes are already set to 1 and
thereafter stay continuously 1. Thus, before it enters its critical section, process iℓ+1 will find that
the values of the flag bits of ℓ (or more) other processes are 1 (lines 11–14). That is, it will find out
that at least ℓ other processes have higher priority. We emphasize that, as explained above, during
the time that iℓ+1 reads the bits of these ℓ processes, these bits are not written to and thus, although
the flag bits are non-atomic, iℓ+1 will find out that they are set to 1. However, from the algorithm, a
process, after changing its second flag bit to 1 (first bit in case of process 1) can not enter its critical
section as long as it finds that ℓ or more other processes have higher priority. This contradict the
fact that iℓ+1 has succeeded to enter its critical section.

Theorem 3.3 The two-bits algorithm is ℓ–deadlock-free.

Proof: We say that a process p fails in an infinite run x∞, if there exists a finite prefix x of x∞

such that p is not in its remainder at the end of x and (x∞ − x) does not involve p. Assume to the
contrary that the algorithm is not ℓ-deadlock-free. This means that there is an infinite run, denoted
x∞, in which: at most ℓ− 1 processes have failed, at least one non-faulty process is trying to enter
its critical section, and all non-failed processes are unable to enter their critical sections from some
point on. Let F , where |F | ≤ ℓ− 1, denote the set of all faulty processes in x∞.

Thus, there is a finite prefix x of x∞ where: (1) each process p ̸∈ F is either in its remainder
or in its entry code at the end of x, (2) there is at least one process p ̸∈ F which is in its entry
code at the end of x, and (3) no process changes to another region in any extension y of x where
y < x∞. Let m be the number of processes not in F that are in their entry codes at the end of x,
and let ℓ′ = min{ℓ,m}. In the following, we only consider runs which are prefixes of x∞. Thus,
for example, by “extension of x” we mean “extension of x which is a prefix of x∞”.

Let us denote by Q the set of all non-faulty processes that manage to exit the inner repeat loop
(i.e, the repeat loop in lines 3–8) infinitely often in (x∞ − x). We prove that Q is an empty set.
Assume to the contrary that |Q| > 0. Let p be the process with the largest identifier in Q. First, we
observe that since no process changes to another region in any extension of x, in any extension of x,
no process ever sets its first flag bit (i.e, Flag1[∗]) back to 0. Also, the second flag bit of a process
(i.e, Flag2[∗]) is set to 1 only if its first flag bit is set to 1. Thus, since p has the largest identifier in
Q, once p finds that there are at least ℓ processes with higher priority than itself, in some extension
x′ of x, p must also find that there are at least ℓ processes with higher priority than itself, in any
extension of x′ (which is a prefix of x∞). (Recall that, a process k has higher priority than process
i, if its second flag bit Flag2[k] is set to 1, or if k < i and Flag1[k] = 1.)

Thus, because of the similarity in the way the counting (of processes with higher priority) is
done in the two for statements (lines 5–7 and lines 11–13), if p fails the test in line 15 of the outer
repeat loop then p will also later fail the test in line 8 of the inner repeat loop. Thus, p will not
be able to exit the inner repeat loop, a contradiction. We conclude that Q is an empty set, which
implies that there is an extension y of x such that in (x∞ − y) all the events happen in the inner
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loop. Intuitively, this means that all the non-faulty processes (in the entry code) are stuck forever in
the inner repeat loop.

Thus, in any extension of y of x, the first flag bits (i.e, Flag1[∗]) of the non-faulty processes in
the entry code are set to 1, and all their other bits are set to 0. Let k be the non-faulty process with
the smallest identifier, among all the non-faulty processes which are at the inner repeat loop in run
y. When process k executes the for loop (lines 5–7), it must find that the (non-atomic) second flag
bits (i.e., Flag2[∗]) of all the non-faulty processes in the range k + 1 through n are 0. Hence, since
there are at most ℓ − 1 faulty processes, k must eventually exit the inner repeat loop, and later k
must exit the outer repeat loop, and move into its critical section. This contradicts the assumption
that no process changes its region in any extension of x. Thus, Algorithm 2 is ℓ-deadlock-free.

3.3 The (ℓ, k)-exclusion Problem

The (ℓ, k)-exclusion problem is a simple generalization of the ℓ-exclusion problem. The problem
is to write the code for the entry code and the exit code in such a way that the ℓ-exclusion and
the k-deadlock-freedom requirements are satisfied, where k ≤ ℓ. The (ℓ, ℓ)-exclusion problem is
the familiar ℓ-exclusion problem, and the (1, 1)-exclusion problem is the familiar mutual exclusion
problem. It is easy to see that, for any k ≤ ℓ, a (k, k)-exclusion algorithm or an (ℓ, ℓ)-exclusion
algorithm is also an (ℓ, k)-exclusion algorithm.

Theorem 3.4 There is an (ℓ, k)-exclusion algorithm for n processes that uses,

1. 2(n− ℓ+ k)− 2 non-atomic single-writer bits, for n > ℓ ≥ k ≥ 2.

2. n− ℓ+ 1 non-atomic single-writer bits, for n > ℓ ≥ 1 and k = 1.

Proof: To solve the (ℓ, k)-exclusion problem for n processes, we let the first ℓ−k processes enter and
exit their critical sections whenever they want (no synchronization is needed) and use an algorithm
for k-exclusion for the rest n−(ℓ−k) processes. It is easy to see that such a construction of an (ℓ, k)-
exclusion algorithm satisfies the ℓ-exclusion and the k-deadlock-freedom requirements. When k ≥
2 we use the Two-bits k-exclusion algorithm (from Subsection 3.1), which uses 2(n−ℓ+k)−2 non-
atomic single-writer bits, for n− ℓ+k processes. When k = 1 we use the One-bit mutual exclusion
algorithm (from [6, 9, 16]), which uses n − ℓ + 1 non-atomic single-writer bits, for n − ℓ + 1
processes. The result follows.

4 Weak ℓ-exclusion

A weak ℓ-exclusion algorithm is an algorithm that satisfies (1) ℓ-exclusion, (2) 1-deadlock-freedom,
and (3) weak ℓ-deadlock-freedom. Recall that weak ℓ-deadlock-freedom requires that: if strictly
fewer than ℓ processes fail, at least one non-faulty process is trying to enter its critical section, and
at least n − ℓ processes are in their remainders, then some non-faulty process eventually enters its
critical section, provided that no process leaves its remainder in the meantime. For ℓ = 1, a weak 1-
exclusion algorithm is a mutual exclusion algorithm. Next we show that the tight bound for mutual
exclusion [7, 9], of one bit per process, holds for weak ℓ-exclusion.

Theorem 4.1 There is a weak ℓ-exclusion algorithm for n processes which uses one single-writer
non-atomic bit per process, for ℓ ≥ 1.
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We present below a space optimal algorithm which generalizes the known One-bit mutual exclusion
algorithm [6, 9, 16].

4.1 The Algorithm

There may be up to n processes potentially contending to enter their critical sections, each has a
unique identifier from the set {1, ..., n}. The algorithm makes use of a shared array Flag , where,
for every 1 ≤ i ≤ n, all the processes can read the boolean registers Flag [i], but only process i can
write Flag [i]. ℓ is used as a constant. Initially all entries of the Flag array are 0; the initial values
of all the local variables are immaterial.

ALGORITHM 2: process i ∈ {1, ..., n} program.

Shared: Flag [1..n]: array of non-atomic bits, initially all entries are 0.
Local: lflag [1..n]: array of bits; counter , j: integer ranges over {0, ..., n}.

1 counter := 0;
2 repeat
3 if counter < ℓ then Flag [i] := 1 fi;
4 counter := 0;
5 for j := 1 to i− 1 do lflag [j] := Flag [j]; counter := counter + lflag [j] od;
6 if counter ≥ ℓ and Flag [i] = 1 then Flag [i] := 0 fi;
7 until Flag [i] = 1;
8 for j := i+ 1 to n do lflag [j] := Flag [j]; counter := counter + lflag [j] od;
9 while counter ≥ ℓ do
10 for j := 1 to n do
11 if (Flag [j] = 0) and (lflag [j] = 1)
12 then lflag [j] := 0; counter := counter − 1 fi
13 od
14 od
15 critical section;
16 Flag [i] := 0;

In lines 1–7, process i first indicates that it is contending for the critical section by setting its flag bit
to 1 (line 3), and then it tries to read the flag bits of all the processes which have identifiers smaller
than itself. If fewer than ℓ of these bits are 0, i exits the repeat loop (line 7). Otherwise, i sets its
flag bit to 0, waits until the values of fewer than ℓ of the flag bits of processes which have identifiers
smaller than itself are 0 and starts all over again. In line 8, i reads the flag bits of all the processes
which have identifiers greater than itself and remembers their values. Then, in the while loop in
lines 9–14, it continuously reads the n flag bits, and it exits the loop only when it finds that at least
n − ℓ of the flag bits have been 0 at least once since it has set its flag bit to 1. At that point it can
safely enter its critical section.

4.2 Correctness Proof

We are assuming in this section that the registers are non-atomic. Thus, the individual read or write
operations of different processes may overlap in time. In Subsection 3.2, it is explained how such a
non-atomic behaviour is modeled.
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Theorem 4.2 Algorithm 2 satisfies ℓ-exclusion.

Proof: Assume to the contrary that the algorithm does not satisfy ℓ-exclusion. This means that there
is some finite run x and there are ℓ + 1 processes, denoted i1, ..., iℓ+1, such that all these ℓ + 1
processes are in their critical sections at the end of x. For every process i ∈ {i1, ..., iℓ+1}, let xi be
the shortest prefix of x such that for every z, xi ≤ z ≤ x, Flag [i] = 1 at the end of z. That is, in the
last event of xi process i sets Flag [i] to 1 (line 3) for the last time before entering its critical section.
Clearly xi is shorter than x. Let us assume without loss of generality that xi1 ≤ xi2 ≤ ... ≤ xiℓ+1 .
This implies that for every z, xiℓ+1 ≤ z ≤ x, Flag [i] = 1 at the end of z for every i ∈ {i1, ..., iℓ+1}.
This means that before process iℓ+1 completes changing its flag bit to 1, the values of the flag bits
of at least ℓ other processes are already set to 1 and thereafter stay continuously 1. Thus, before it
enters its critical section, process iℓ+1 has to find that the values of the flag bits of ℓ (or more) other
processes are 1. We emphasize that, as explained above, during the time that iℓ+1 reads these ℓ bits
they are not written and thus, although the flag bits are non-atomic, iℓ+1 will find out that they are
set to 1. However, from the algorithm, a process, after changing its flag bit to 1 cannot enter its
critical section as long as it finds that the values of the flag bits of ℓ (or more) other processes are 1.
This contradicts the fact that iℓ+1 has succeeded to enter its critical section in x.

Theorem 4.3 Algorithm 2 is 1-deadlock-free.

Proof: A process p fails in an infinite run x∞, if there exists a finite prefix x of x∞ such that p is
not in its remainder at the end of x and (x∞ − x) does not involve p. An infinite run x∞ is fair if
no process fails in it. Assume to the contrary that the algorithm is not 1-deadlock-free. This means
that there is an infinite fair run, say x∞, and a finite prefix x of x∞ where: (1) each process is
either in its remainder or in its entry code at the end of x, (2) there is at least one process which is
in its entry code at the end of x, and (3) no process changes to another region in any extension y
of x where y < x∞. The third assumption implies also that no process is in its critical section at
the end of x. Let m be the number of processes that are in their entry codes at the end of x, and
let ℓ′ = min{ℓ,m}. In the following, we only consider runs which are prefixes of x∞. Thus, for
example, by “extension of x” we mean “extension of x which is a prefix of x∞”.

Let P = {k1, ..., kℓ′} be the set of ℓ′ processes with the smallest identifiers, among all the m
processes which are in their entry codes at the end of x. Clearly P ̸= ∅. The processes in P , are
either executing the while loop (lines 9–14), or if not then there must be an extension of x in which
they all reach the while loop. This must happen, since at any extension of x, Flag [i] is 0 for all
i < k1, and hence every process in P will eventually, at some extension of x, will find out that
fewer than ℓ of the non-atomic flag bits of the processes which have identifiers smaller than itself
are set to 1, will exit the repeat loop, and reach the while loop.

We conclude that there is an extension of x in which all the processes in P are executing the
while loop. Since it is assumed that no process leaves its entry code (in any extension of x), any
process that reaches the while loop in lines 9–14, must stay there forever (in any extension of x).
Thus, there is an extension of x, say y, in which: each process that is in its entry code, is either in
the while loop, or it is busy-waiting in the repeat loop and its flag bit is forever 0. The reason why
its flag bit is 0 is that if the flag bit is not forever 0 the process has to scan all the bits of processes
smaller then itself and find that at most ℓ− 1 of them are 0; but this is not possible because, in such
a case min{ℓ,m} = ℓ, the bits of processes in P are already set to 1 once they reach the while loop.

Thus, at y only the bits of the processes in the while loop are set to 1. Let k be the process with
the largest identifier, among all the processes which are at the while loop, in run y. When process k
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executes the while loop, it must find that the (non-atomic) flag bits of all the processes k+1 through
n are 0, and hence it should move into its critical section. (Recall, that when process k exits the
repeat loop, counter < ℓ.) This contradicts the assumption that no process changes its region in
any extension of x. Thus, Algorithm 2 is 1-deadlock-free.

Theorem 4.4 Algorithm 2 is ℓ-weak-deadlock-free.

Proof: The proof is straightforward. Assume that there are at most ℓ processes which are not in their
remainders. Then, when some process, say i, executes the repeat loop, its counter will always be
less than ℓ, and thus it will be able to immediately exit the loop. After executing the for loop at line
8, the value of the counter will be at most ℓ− 1 and after checking the condition of the while loop
at line 9, process i will immediately continue into its critical section.

We point out that for ℓ = 2, the algorithm does not satisfy 2-deadlock-freedom. To see that, run
process p3 alone and let it crash in its critical section. Now run processes p1 and p2 until they set
their flag bits to 1. From that point on, no process will be able to enter its critical section.

5 Discussion

For any ℓ and n, we provide a tight space bound on the number of single-writer bits required to solve
ℓ-exclusion for n processes. It is easy to modify the two-bits algorithm (from Section 3), so that it
uses a single 3-valued single-writer atomic register for n−2 of the processes and one bit per process
for the remaining two processes. This, together with the result stated in Theorem 2.1, provides a
tight space bound for the size and number of single-writer multi-valued registers required to solve
ℓ-exclusion for n processes. We leave open the question of what is the bound for multi-writer
registers.

There are two approaches for proving lower bounds and impossibility results, for distributed
algorithms, by contradiction. The first is to show that a liveness property is violated. The second
is to show that a safety property is violated. The first approach is usually used for cooperation
problems such as consensus. For example, violating the liveness property that eventually all correct
processes must decide [14, 17]. The second approach is usually used for contention problems such
as mutual exclusion. For example, violating the safety property that two processes should never be
in their critical sections at the same time [7, 9]. Interestingly, although ℓ-exclusion is a classical
contention problem, we have used the first approach by violating the 2-deadlock-freedom liveness
property.

The two algorithms are also resilient to the failure by abortion of any finite number of processes.
By an abort-failure of process p, we mean that the program counter of p is set to point to the
beginning of its remainder and that the values of all the single-writer bits of p are set to their initial
(default) values. The process may then resume its execution, however, if a process keeps failing
infinitely often, then it may prevent other processes from entering their critical sections.
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